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Abstract 

Background Dynamic Contrast Enhanced Magnetic Resonance Imaging (DCE-MRI) plays an important role 
in the diagnosis and treatment of breast cancer. However, obtaining complete eight temporal images of DCE-MRI 
requires a long scanning time, which causes patients’ discomfort in the scanning process. Therefore, to reduce 
the time, the multi temporal feature fusing neural network with Co-attention (MTFN) is proposed to generate 
the eighth temporal images of DCE-MRI, which enables the acquisition of DCE-MRI images without scanning. In 
order to reduce the time, multi-temporal feature fusion cooperative attention mechanism neural network (MTFN) 
is proposed to generate the eighth temporal images of DCE-MRI, which enables DCE-MRI image acquisition 
without scanning.

Methods In this paper, we propose multi temporal feature fusing neural network with Co-attention (MTFN) for DCE-
MRI Synthesis, in which the Co-attention module can fully fuse the features of the first and third temporal image 
to obtain the hybrid features. The Co-attention explore long-range dependencies, not just relationships between pix-
els. Therefore, the hybrid features are more helpful to generate the eighth temporal images.

Results We conduct experiments on the private breast DCE-MRI dataset from hospitals and the multi modal Brain 
Tumor Segmentation Challenge2018 dataset (BraTs2018). Compared with existing methods, the experimental results 
of our method show the improvement and our method can generate more realistic images. In the meanwhile, we 
also use synthetic images to classify the molecular typing of breast cancer that the accuracy on the original eighth 
time-series images and the generated images are 89.53% and 92.46%, which have been improved by about 3%, 
and the classification results verify the practicability of the synthetic images.

Conclusions The results of subjective evaluation and objective image quality evaluation indicators show the effec-
tiveness of our method, which can obtain comprehensive and useful information. The improvement of classification 
accuracy proves that the images generated by our method are practical.

Keywords DCE-MRI, Medical image synthesis, Co-attention, Multi-temporal feature fusing, Hybrid features

Introduction
In recent years, medical images, such as positron emis-
sion tomography (PET), computed tomography (CT) 
and magnetic resonance images (MRI), occupy an 
important position in clinical application, which pro-
vide a lot of information fordisease diagnosis [1–3]. 
MRI is widely used in the diagnosis of diseases because 
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of its noninvasive as it can provide images with differ-
ent parameters, such as dynamic contrast enhanced MRI 
(DCE-MRI), diffusion weighted imaging (DWI) and T1/
T2 [4–6]. The MRI images with different parameters can 
provide different relevant information of the disease.

Due to the high resolution of DCE-MRI, it is often used 
as the main mode in the diagnosis and treatment of clini-
cal diseases. DCE-MRI has a total of eight time series, 
the first of which is the images without contrast agent 
and the other time series are acquired at intervals after 
the addition of contrast agent. In medicine, the first, third 
and eighth temporal images of DCE-MRI are of great 
significance. These three temporal images have poten-
tial anatomical information, combining multi temporal 
images can provide more comprehensive information. 
The collection of eight temporal images of DCE-MRI 
requires a long scanning time [7–10]. The patients don’t 
feel well during this complete scan. It is very meaning-
ful to shorten the scanning time as much as possible and 
simplify the breast MR scanning sequence.

Medical image synthesis aims to automatically extract 
features from existing medical images and synthesize 
target images. It is essential for modern computer-aided 
diagnosis (CAD) applications, such as disease screen-
ing and diagnosis. It can synthesize another modality 
images from one modality and not only solve the prob-
lem that deep learning requires a large amount of data 
and medical image data is less or missing, but also solve 
the possible adverse effects in the imaging process [11]. 
For example, due to the problems of poor image quality 
and data loss, Cheng, et al. designed an excellent network 
structure (HiNet), which realizes the synthesis of multi-
modal images [12]. Wolterink JM et  al. synthesized CT 
images by using MRI images through the CycleGAN 
model [13], which solves the problems that CT scanning 
is expensive, increases the burden on patients and is easy 
to cause harm to human body in the process of CT scan-
ning. Standard dose PET is synthesized through low dose 
PET, so as to reduce artifacts and noise in low dose pet 
and avoid harm to human body caused by standard dose 
PET [14].

However, most of the existing synthesis research meth-
ods are single temporal images synthesis target temporal 
images or use multi temporal images feature fusion to 
generate images, the relationship between corresponding 
pixels can be obtained by simple fusion, the information 
interaction between different modal images is ignored 
and the relationship between modes is not fully utilized. 
And in the existing multi-modal synthesis methods, the 
unique features of single modality are often ignored.

How to fully integrate the features of multi tempo-
ral images to generate more realistic real images is 
a challenge. Using multi temporal images to obtain 

comprehensive information improves the accuracy of 
disease diagnosis. Therefore, to explore their rich pixel 
information and find the potential correlation between 
them to improve various medical tasks, we use the Co-
attention module to obtain the information interaction of 
multi-scale features of multi temporal images and obtain 
the remote dependence between pixels, which is condu-
cive to GAN to generate higher quality images. The con-
tributions of this paper are as follows:

1) We propose a novel network (MTFN) to realize the 
multi temporal image fusion of DCE-MRI and gen-
erate the eighth temporal image. Experiments prove 
the effectiveness of our method, and verify that in the 
synthesis, DCE-MRI multi temporal image feature 
fusion generates eighth temporal images better than 
single temporal image generation.

2) The Co-attention module is applied to the feature 
fusion of multi temporal images. We use Co-atten-
tion module to obtain the shared features of the two 
temporal images, and fully integrate the unique and 
shared features of each temporal images to obtain 
comprehensive information.

3) We integrate the synthesis task of DCE-MRI multi 
temporal images and the classification task of DCE-
MRI molecular typing of breast cancer, used two 
types of evaluation indicators to comprehensively 
evaluate the performance of our method.

The main structure of this paper is as follows: the sec-
ond part mainly introduces the related work, the third 
part introduces our method and network components in 
detail, the fourth part is the experimental setup, includ-
ing datasets, evaluation indicators and other related con-
tents and the fifth part is the experimental results. Finally 
is the conclusion.

Related work
In 2014, GAN was first proposed by Goodflow et  al. 
[15], an excellent generative model trained by the 
method of confrontation learning. GAN is composed 
of generator network and discriminator network. The 
generator network can generate sample data approxi-
mately distributed with the input sample, and the dis-
criminator network can judge the authenticity of the 
sample, which will correctly judge the real samples and 
the samples generated by the generator as much as pos-
sible. The discriminator network is essentially a binary 
classification network. Both of them can improve 
the performance of the generator and discriminator 
through confrontation learning. GAN is used in vari-
ous fields of medicine such as classification, denoising, 
reconstruction and synthesis [16–18] and has achieved 
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great success [19, 20]. In recent years, researchers have 
proposed many improved GAN models [21].

LAN et  al. proposed that 3D GAN synthesize MRI 
images through PET images [22], Bmgan can synthe-
size PET from brain, which can preserve brain struc-
ture well [23]. Wang et al. proposed Ea-GANs based on 
edge perception, which adds additional constraints to 
the similarity between the real edge map and synthe-
sized edge map. Ea-GANs pays more attention to the 
edge information of the image and generates high-qual-
ity images [24]. Wu et  al. develop an encoder-decoder 
neural network with residual inception block to syn-
thesis breast images [25]. M. Yurt et  al. synthesized 
images with Multi-Contrast MRI through cycleGAN 
and pix2pix model to obtain more diagnostic informa-
tion [26]. Multi-modality glioma MRI synthesis method 
is designed, which can obtain the common feature 
space and lesion-specific representations [27]. Zhou 
et al. proposed HiNet to synthesize the target modality 
images and Mixed Fusion Block is used to fuse features, 
which contains element-wise summation, element-wise 
product and element-wise maximization to fuse the 
features of each mode [28]. Luo et  al. proposed EP_
IMF-GAN with iterative multi-scale feature fusion and 
the MRI synthesis method can preserve edge informa-
tion by generating the edge image of the target modal-
ity as an auxiliary condition [29]. Shen et  al. use the 
channel-wise attention and spatial attention to get the 
target feature map, which makes the effective learning 
of the image synthetic model [30].

Method
The network structure (MTFN) can be divided into 
three parts: feature extraction network of single tem-
poral image, Co-attention module and eighth tempo-
ral image synthesis network. The single temporal image 
feature extraction network is mainly used to obtain the 
unique features of the first phase and the third phase. To 
obtain more comprehensive mixed features, Co-attention 
module is used to fully fuse the features of the first and 
the third temporal images, which are extracted in dif-
ferent layers of the feature extraction network. The fea-
tures include both the unique features of single temporal 
images and the shared features of multi temporal images, 
which are used as the input of the synthesis network. 
Finally the eighth temporal images are synthesized. The 
flow chart of this architecture is shown in Fig. 1.

Feature extraction network of single temporal image
The first and the third temporal image feature extraction 
network have the same network structure. The feature 
extraction network of single temporal image is composed 
of three encoder blocks and decoder, which is similar to 
the Unet structure without skip connection. An encoder 
block consists two 3 × 3 convolutional layers and one 
maxpool operation. The decoder consists of 3 × 3 con-
volution layer. The activation function used in the last 
layer of the network is Tanh, others are ReLU. After each 
encoder block in the network, we will get the feature 
maps of the first and third temporal images. The feature 
maps of the two temporal images will be fused through 

Fig. 1 The network structure of MTFN
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Co-attention module, and the feature maps will also be 
added to the generator.

In the process of image generation, in addition to 
the common features of multiple temporal images, the 
unique features of each temporal images are also very 
important. Therefore, we have reconstructed the images, 
and the reconstruction loss value is a part of the total 
loss. The objective function of reconstruction is as fol-
lows, where Si represents the original image and Ŝi repre-
sents the reconstructed image.

Co‑attention module
In the existing fusion operations, it is often only to fuse 
the features at the pixel level, such as simple addition 
and averaging of the corresponding pixels, which can 
not obtain the remote dependency between the pixels. 
Therefore, in order to explore the position relationship of 
pixels between two different temporal images, we intro-
duce Co-attention module into the feature fusion of two 
temporal images, capture the dependency between the 
features of two temporal images and the hybrid features 
are obtained. The architecture of the model is shown in 
Fig. 2.

First, the feature maps of the first temporal images are 
passed through 1 × 1 convolution operation, and then 
multiply the obtained feature maps, and softmax opera-
tion to obtain attention maps, so we obtain the positional 
relationship between each position of the first temporal 

(1)LRi = �Si − Si�1

feature map and the whole feature map, and capture the 
remote dependency. Second, to obtain feature depend-
ency of the first and third temporal images, multiply 
attention maps and the feature maps which are the fea-
ture maps of the third temporal images through 1 × 1 
convolution. Finally, after softmax, the final hybrid fea-
ture maps are obtained.

The features of single temporal images are captured 
through convolution layer, and the feature information 
between different scales of each phase is mined, and 
then feature fusion is carried out. According to the dif-
ferent location of fusion features, the usual feature fusion 
methods are divided into early fusion, middle fusion and 
late fusion. Early fusion is a basic fusion method, which 
directly fuses the signals output by each sensor, middle 
fusion is the direct fusion of feature extraction, and late 
fusion is the process of re fusion of feature recognition 
and classification results. In this paper, we experiment 
on different feature fusion methods to obtain the optimal 
fusion position.

Eighth temporal image generation network
We take the obtained hybrid features in the early stage as 
the input of the network, and use the important tempo-
rary image generation network to realize image genera-
tion. The network is a standard GAN network, which is 
composed of generator and discriminator. Its structure is 
shown in Figs. 3 and 4.

The generator generates as realistic images as pos-
sible, trying to deceive the discriminator. At the same 
time, the discriminator judges the generated image as 

Fig. 2 The architecture of the Co-attention module
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false as possible, and we use PatchGAN structure as dis-
criminator that its output is n × n matrix to evaluate the 
image generated by the generator. In our method, we set 
n = 6. In the process of network training, the generator 
and discriminator gamble each other, and finally gener-
ate realistic images. And loss function of the GAN and 
total objective function consists of three terms and can 
be written as

Experimental setup
Dataset
We use two datasets: the multi modal Brain Tumor Seg-
mentation Challenge 2018 dataset (BraTs2018) and clini-
cal breast DCE-MRI dataset from hospitals.

1) BraTs2018: The BraTs2018 dataset is used for multi 
modal brain tumor segmentation in MICCAI com-
petition. It contains 285 patients. Each patient con-
tains four modal datasets, namely T1, T1c, T2 and 
Flair. The image size is 240 × 240 × 155. In the experi-
ment, we use the T1 and T2 modes to generate Flair.

2) Clinical Breast DCE-MRI dataset: The clinical breast 
DCE-MRI dataset contains 232 patients.

Each patient contains a data set of eight time series. 
The image size of each time series is 512 × 512 × 48. We 

(2)
lLGAN = ES1,S3∼pdata [log(1− D(G(S1, S3)))]

+ ES1,S3,S8 [�S8 − G(S1, S3)�1]

+ ES8∼pdata [log(D(S8))]

(3)LTotal = �R1LR1 + �R3LR3 + �GANLGAN

generate the eighth temporal images through the first 
and the third temporal images.

Evaluation metrics
Evaluate the quality of generated images to verify the 
effectiveness of the synthesis method that introduces the 
Co-attention module, we use the three commonly used 
evaluation indicators to measure the quality of synthetic 
images, and compare the performance of the method. 
The three evaluation indexes: PSNR (Peak signal-to-noise 
ratio), NMSE (Normalized Mean Squared Error) and 
SSIM (Structural Similarity Index Measurement).

PSNR represents the ratio of the maximum possible 
power of the signal to the destructive line noise power 
that affects its representation accuracy. The calculation 
formula is as follows, where m, n represents the size of 
the image, T (i, j) represents the pixels in the real image, 
and G (i, j) represents the pixels in the generated image.

(4)MSE =
1

mn

∑m

i=1

∑n

j=1
||T (i, j)− G(i, j)||2

(5)PSNR = 10 ∗ log 10

(
MAX2

[
T
(
i, j
)
,G

(
i, j
)]

MSE

)

Fig. 3 The architecture of the generator

Fig. 4 The architecture of the discriminator

Table 1 The results of the different way of feature fusion on 
DCE-MRI

Methods DCE‑MRI PSNR↑ NMSE↓ SSIM↑

Early fusion S1, S3 → S8 21.45 1.38 0.67

Late fusion S1, S3 → S8 21.46 1.20 0.67

Medium-term fusion S1, S3 → S8 21.67 1.04 0.68
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NMSE represents normalized mean square error. The 
smaller the value, the better. The calculation formula is 
as follows:

The similarity of two images can be measured by SSIM. 
The calculation formula is as follows, and µG is the aver-
age value of the generated image, µT is the average value 
of the real image, µ2

G is the variance of the generated 
image, µ2

T is the variance of the real image, σGT is the 
standard deviation between the generated image and the 
real image, c1 and c2 are constants respectively to avoid 
errors caused by denominator 0.

(6)NMSE =

∑m−1
i=0

∑n−1
j=0 [T (i, j)− G(i, j)]2

∑m−1
i=0

∑n−1
j=0 [T (i, j)]2

(7)SSIM =
(2µGµT + c1)(σGT + c2)

(µ2
G + µ2

T + c1)(σ
2
G + σ 2

T + c2)

The above three evaluation indexes are used to evaluate 
the quality of the generated images. In addition, to verify 
the usefulness of the images generated by our method, 
we also used real images and generated images to clas-
sify breast cancer molecular subtypes which is helpful for 
doctors to formulate individualized treatment plans for 
patients. The evaluation indexes used for classification 
are Accuracy, Precision, Recall and F1 score.

Implementation details
Each image in the BraTs2018 dataset and the private 
DCE-MRI dataset is divided into 4 × 128 × 128 and 
25 × 128 × 128 patch images. All images are normalized 
and preprocessed. The preprocessed images are input 
into the network in pairs. The network parameters are 
updated through the total loss function value of a single 
phase network and the network synthesizing the final tar-
get image.

Table 2 The results of the different way of feature fusion on BraTs2018

Methods BraTs2018 PSNR↑ NMSE↓ SSIM↑

Early Fusion T1, T2 → Flair 21.29 0.09 0.82

Late Fusion T1, T2 → Flair 22.27 0.07 0.83
Medium-term fusion T1, T2 → Flair 22.41 0.07 0.82

Fig. 5 The generated eighth images of DCE-MRI using different way of feature fusion
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We use the pytorch framework for network construc-
tion, select Adam optimizer, the learning rate is set to 
0.001, the trained batch size = 4. All experiments are car-
ried out in NVIDIA GeForce GTX1080 Ti GPU.

Result
In this paper, we have carried out three different tasks: 
explore the location of Co-attention fusion module in 
the network, so as to obtain the best fusion method. 
Through the advanced fusion method obtained from 
the previous implementation, we synthesize the eighth 
temporal images of DCE-MRI and compare it with 
the existing methods to verify the effectiveness of our 
method. The classification experiment of DCE-MRI 
breast molecular typing is carried out by using the gen-
erated image to further verify the practicability of the 
generated image.

Different fusion positions
First we explore the way of feature fusion using pri-
vate dataset and public dataset, and conduct early 
fusion, medium-term fusion and late fusion experi-
ments respectively. The early fusion is the fusion opera-
tion before the first layer of the network and only one 

co-attention fusion. The middle fusion is the fusion 
operation in the process of extracting image features, 
and the late fusion is the fusion after the last layer of the 
network.

The experimental results are shown in Table  1 and 
Table  2, the generated images are shown in Figs.  5 and 
6. Experiments using our DCE-MRI dataset show that 
the generated images are similar to the real images, and 
the results of medium-term fusion are the best from the 
analysis of objective indicators. On BraTs2018 dataset, 
the images generated by early fusion and late fusion are 
fuzzy and smooth, and the images generated by medium-
term fusion contain more texture details. Medium-term 
fusion is the best fusion way. Therefore, our method 
adopts the feature fusion method based on Co-attention 
and medium-term fusion.

Fig. 6 The generated Flair images of BraTs2018 using different way of feature fusion

Table 3 Compared with other methods on DCE-MRI breast 
images

Methods DCE‑MRI PSNR↑ NMSE↓ SSIM↑

Pix2pix S1, S3 → S8 18.53 0.29 0.66

HiNet S1, S3 → S8 20.01 1.08 0.64

Ours S1, S3 → S8 21.67 1.04 0.68
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Fig. 7 The generated eighth temporal images of DCE-MRI with three methods

Fig. 8 The generated lesion with three methods, compared to other methods, the generated lesion with our methods is more complete 
and realistic
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Eighth temporal image synthesis
We use Clinical dataset to do experiments with our 
method, and compare with the existing methods Pix2pix 
and HiNet. From the evaluation index of Table  3, the 
PSNR and SSIM obtained by our method are higher than 
those obtained by pix2pix and HiNet. NMSE is lower 
than that obtained by HiNet. On the whole, our method 
has also been improved. And the generated eighth tem-
poral images are shown in Fig.  7, compared to real 
images, the eighth temporal images synthesized by pix-
2pix, HiNet and our method are basically consistent with 
the real images on the whole, but in terms of details, we 
truncate and enlarge the focus in the images, as shown in 
Fig. 8, the image generated by pix2pix and HiNet method 
is fuzzy and low contrast. The images generated by our 
method is more realistic and complete, such as the size 
and shape of the lesion.

Specifically, we use the single and multi temporal 
images of DCE-MRI to generate the eighth temporal 

images respectively, as shown in Table 4. The experimen-
tal results show that multi temporal images feature fusion 
can obtain more information and contribute to the gen-
eration of the eighth temporal images which are shown 
in Fig. 9.

Molecular typing of breast cancer in DCE‑MRI
The experiment fully confirms the advanced nature of 
our method, and at the same time, in order to further 
verify the usefulness of the generated images, we used the 
original eighth temporal images and the generated eighth 
temporal images to conduct breast cancer molecular typ-
ing experiments which respectively, that is, non Lumi-
nalB and LuminalB molecular typing two classification. 
The experimental results are shown in Table 5. We first 
carried out classification experiments using the first and 
third temporal images, and then added the eighth tem-
poral images for experiments. The experimental results 
show the necessity of the existence of the eighth tempo-
ral images, which is an indispensable series. Finally, the 
generated eighth temporal images are used to replace the 
original images for experiments.

In molecular typing experiments, as classifier, we adopt 
the DenseNet [20] as the base classifier to predict. The 
classification results are shown in Table 5 and the gener-
ated eighth temporal image improves the classification 
accuracy which fully prove that the image generated by 
our proposed method is practical.

Table 4 The result of fusion of single temporal images and multi 
temporal image to generate the eighth temporal images

Methods DCE‑MRI PSNR↑ NMSE↓ SSIM↑

Ours S1 → S8 21.58 1.06 0.67

Ours S3 → S8 21.33 1.20 0.66

Ours S1, S3 → S8 21.67 1.04 0.68

Fig. 9 The generated eighth images with single temporal images and multi temporal images
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Conclusions
In this paper, we have proposed the MTFN based GAN 
and attention mechanism to realize the multi tempo-
ral image fusion of DCE-MRI and generate the eighth 
temporal image. The effectiveness of the image synthe-
sis method of feature fusion with improved attention 
mechanism is verified on the BraTs2018 public dataset 
and DCE-MRI dataset. It is worth noting that we not 
only retain the multi-scale features of single temporal 
images, but also explore the correlation between two 
temporal images of DCE-MRI by introducing atten-
tion mechanism. The results show that this method can 
obtain synthetic images with clear structure, which not 
only simplifies the breast MR scanning sequence, but 
also has application value in clinical diagnosis.

At present, we realize the feature fusion of DCE-MRI 
multi-temporal images to generate the eighth-temporal 
images, and the accuracy of molecular classification 
of breast cancer using the generated eighth-temporal 
images is improved by 3%. Because the lesion infor-
mation is more valuable for doctors’ diagnosis, we 
will consider local enhancement of lesion location 
in the next step to further improve the accuracy of 
classification.
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